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Pupil dilation reflects the dynamic 
integration of audiovisual 
emotional speech
Pablo Arias Sarah 1,2,3*, Lars Hall 1, Ana Saitovitch 4, Jean‑Julien Aucouturier 5, 
Monica Zilbovicius 4 & Petter Johansson 1

Emotional speech perception is a multisensory process. When speaking with an individual we 
concurrently integrate the information from their voice and face to decode e.g., their feelings, 
moods, and emotions. However, the physiological reactions—such as the reflexive dilation of the 
pupil—associated to these processes remain mostly unknown. That is the aim of the current article, to 
investigate whether pupillary reactions can index the processes underlying the audiovisual integration 
of emotional signals. To investigate this question, we used an algorithm able to increase or decrease 
the smiles seen in a person’s face or heard in their voice, while preserving the temporal synchrony 
between visual and auditory channels. Using this algorithm, we created congruent and incongruent 
audiovisual smiles, and investigated participants’ gaze and pupillary reactions to manipulated stimuli. 
We found that pupil reactions can reflect emotional information mismatch in audiovisual speech. In 
our data, when participants were explicitly asked to extract emotional information from stimuli, the 
first fixation within emotionally mismatching areas (i.e., the mouth) triggered pupil dilation. These 
results reveal that pupil dilation can reflect the dynamic integration of audiovisual emotional speech 
and provide insights on how these reactions are triggered during stimulus perception.

Emotional speech perception is an audiovisual process. Emotion classification improves when individuals have 
access to audiovisual  cues1, because auditory and visual information are integrated jointly during affective 
 decisions2. On the one hand, congruent audiovisual signals such as e.g., prosody, semantics, or face articulation, 
additively improve emotion recognition  performance3. On the other hand, incongruent audiovisual signals 
ambiguate and slow down emotion decision  processes4,5. These audiovisual integration processes seem to be 
 automatic6,  fast7,8 and  robuts9, because the effects are present even when explicitly instructing participants 
to ignore one of the two sensory channels, or for high levels of cognitive load. These cognitive mechanisms 
seem to rely on regions such as the superior temporal gyrus, superior temporal sulcus, amygdala, and bilateral 
 thalamus1,10,11. Functional deficits in these areas due to e.g.,  schizophrena12 are known  to impair audiovisual 
emotional  integration13,14.

To study audiovisual integration, previous research has mostly studied the cognitive processing of information 
mismatch. For instance, studies on the classic McGurk effect use mismatching voice and face vocalizations to 
investigate how audio and visual signals are merged into unified  percepts15–17. Similarly, information mismatch is 
used for the study of audiovisual emotions. For instance, the perception of an emotion in one modality is biased 
by the perception of a mismatching emotion in another  modality6. Recent findings suggest that the cognitive 
processing of audiovisual information mismatch relies on general-purpose conflict areas (e.g., anterior cingulate 
cortex), audiovisual speech conflict areas (e.g., inferior frontal gyrus)18, and increases in theta band activity—
similar to general purpose conflict  mechanisms19.

Interestingly, pupil dilation seems to be a good candidate to index information mismatch during the percep-
tion of audiovisual emotional stimuli. First, previous findings report that pupil dilation can respond to incongru-
ent semantic vs  visual20 information, or action vs  emotion21 information. Second, pupil dilation has been associ-
ated with emotional processes. Pupil dilation—under isoluminance conditions—is almost exclusively promoted 
by norepinephrine release from the locus coeruleus, a brainstem nucleus associated with e.g., implicit emotion 
 processing22 or alarm for fear  stimuli23. In the neuroscientific literature, pupil dilation has even been outlined as 
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a measure to assess arousal and attentional  control24. In this line, previous studies identified pupillary reactions 
when e.g., arousing pictures are presented to  participants25, a mechanism that develops early during  infancy26 
and is recruited even when stimuli are presented outside of conscious  awareness27. Similarly, arousing vocaliza-
tions trigger pupil  dilation28, a reaction which seems to be both associated with emotion decision  processes29 
and sensitive to emotional load and  authenticity30. However, to our knowledge, the pupillary reactions triggered 
by audiovisual emotion information mismatch remain unknown.

In the current study we investigated if pupil dilation can index the processes underlying audiovisual emotion 
integration. To do this, we investigated pupillary reactions in response to information mismatch. Specifically, we 
created speech stimuli where vocal and visual emotions were either congruent or incongruent, while control-
ing for the temporal synchrony between visual and auditory channels. To do so, we used a recently developed 
digital signal processing algorithm able to increase or decrease the smiles seen in a person’s face or heard in 
their voice, while leaving unchanged all other characteristics of their speech—such as their semantics, intonation 
or  prosody31. This digital algorithm is composed of two separate audio and visual pipelines. On the one hand, 
the auditory model controls the amount of smiles heard in the voice by shifting the first two vocal formants—a 
critical feature for auditory smile  perception32–34. On the other hand, the visual model controls the smiles seen 
in the face by deforming facial morphology and recreating the facial shape and texture of a smile. Importantly, 
the transformation occurs on a frame-by-frame (or buffer-by-buffer, in the case of audio) basis, which means 
that transformed stimuli share the same morphology, length, semantic content, speech rate, prosody, identity, 
luminance, and vary only on their audiovisual smile content.

Previous evidence investigating the causes underlying pupil reactions is mixed: it is not clear whether pupil 
dilation occurs because of emotion recognition processes or automatically. On the one hand, studies have linked 
pupil dilation with explicit emotion decision  processes29 explicit emotion  tasks30, and high levels of cognitive 
 load35. On the other hand, studies have used implicit  tasks25 and observed reactions even when stimuli were 
presented outside of conscious  awareness36. For these reasons, we investigated whether performing an emo-
tion recognition task influenced pupillary reactions. Moreover, because one novel aspect of our work is to use 
audiovisual speech where voices and faces are in synch, we also investigated the dynamics of the physiological 
reactions, namely, the interaction between participants’ gaze patterns and subsequent physiological reactions.

In short, in the present study, we aim to use an algorithmic  model31 to create congruent and incongruent 
audiovisual smiles and measure participants’ pupillary and gaze reactions during the perception of audiovisual 
stimuli. Our goal is to investigate (1) if pupil dilation can index information mismatch during emotional speech 
perception, (2) if performing an emotion extraction task can influence pupillary reactions and (3) investigate 
the dynamics of physiological reactions.

Methods
Stimuli. We asked French speakers to record a set of sentences with a natural tone—as if they were talking 
to another person—in an audiometric booth, with a black background, using a tripod, an LM400 light, a DPA 
44100 omnidirectional microphone and a Sony (HVR-Z5E) camera. We chose nine video recordings (min dura-
tion = 5.2 s, max duration = 8.0 s, mean duration = 6.2 s) among the whole recordings, so that stimuli varied in 
affect (either neutral or positive), speaker (3 females, 1 male; 4 Caucasian), while being intelligible, focused, with 
fluid speech rate, with a straight gaze to the camera, and at least 5 s long—to allow physiological reactions to 
happen during stimulus presentation (See the sentences used in SI).

We transformed the nine selected recordings using a recently developed audiovisual smile  algorithm31. On 
the one hand, the visual transformation either increases or decreases the visual smiles seen in the face using a 
pre-learned deformation model and later recreating realistic colours and textures using a Moving Least Square 
algorithm. On the other hand, the auditory transformation shifts the first two vocal formants of the voice using 
a piecewise linear frequency warping, a critical feature for auditory smile  perception32. We validated these algo-
rithmic models in previous research. We showed that the vocal transformation is correctly decoded as smiliness 
and that it can trigger zygomatic major (the muscle used to smile) activity both in naïve37 and congenitally 
 blind38 participants. We also validated the visual algorithm on emotional and smiliness  scales31, and studied the 
integration between audiovisual channels, e.g., showing that smile information from visual and auditory chan-
nels jointly influence emotional rating  tasks31.

Using these algorithms, we first transformed each video with two video transformations: increase smile and 
decrease smile. Then, for each transformed video, we transformed audio recordings either increasing or decreas-
ing auditory smiles. This way, we generated a total of 36 stimuli: 18 congruent (where we increase or decrease 
smiles in both audio and video channels) and 18 incongruent (where we increase the smiles in one channel and 
decrease them in the other one). You can find stimuli examples in the Supplemental Information. It is crucial 
to highlight that we used exactly the same video/audio transformations to create congruent and incongruent 
videos. For instance, to create an incongruent version of Recording 1, we increase the smile of the visual channel 
while decreasing the smile of the auditory channel (or vice-versa). To create the congruent version, we increase 
the smiles of both channels or decrease the smiles of both channels. Thus, the sound and video used to create 
both congruent and incongruent stimuli are exactly the same, the only thing that varies between congruent and 
incongruent conditions is the pairing between visual and auditory streams. This allows us to control for the 
variability intrinsically present in the original recordings such as the identity, semantic content, speech rate, etc. 
In consequence, an effect in reaction to congruence in these stimuli can only be due to the association between 
visual and auditory channels. For these reasons, between conditions, the stimuli had the same length, the same 
colours, the same dynamics, the same luminance, the same semantic content, the same prosody, and varied only 
in the acoustic/visual dimensions of the voice/face manipulated by the audiovisual algorithm.
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Figure 1-a shows an example of the visual manipulation. Video frames in the left column were transformed 
to decrease the smiles with the visual transformation; Video frames at the centre were transformed to increase 
their smiles; The right column presents the pixels where the two transformations differ: pixels in black represent 
the areas where the pixels in both transformations have exactly the same value, while pixels in shades of grey/
white represent the areas where pixels are different. Note that the only differences between manipulated stimuli 
is located within the mouth area (the only place where pixels are in shades of grey/white). Figure 1-b shows 
the acoustic effect of the audio transformation. To compute the acoustic effects of the audio transformation, we 
extracted the mean of the first and second formant frequencies both when increasing and decreasing smiles in 
the audio recordings. To control for speaker and semantic variability, we normalised formant measures by the 
formants of the non-manipulated recording. We found that the audio manipulation significantly shifted the 
first and second formant frequencies (p < 0.0001; paired t-tests), in a way that reflected the acoustic changes 
characteristic of smiled  speech32.

Participants. N = 30 participants (male = 14, female = 16, mean age = 22, min = 18, max = 30) took part 
in this experiment. All participants gave written consent and were paid at a standard rate of 10 €/h for their 
participation. All participants reported having no psychological or neurological disorders and no hearing or 
vision problems. We determined sample size based on previous pupillometry studies investigating pupillary 
reactions to information  mismatch25 (N = 34), as well as studies investigating pupillary reactions to affective 
 vocalisations29,30 (N = 33; N = 28 participants).

Procedure. Participants were seated in a windowless room at ~ 65 cm from the computer screen. The artifi-
cial lighting was identical and constant between and within participants. The experiment lasted around 25 min 
per participant. Participants did not know that their gaze and pupil size were monitored during the experiment.

The experiment began with a calibration of the eye tracking device (Tobii Pro X3-120), in which participants 
had to visually follow a red point moving in the screen. We used the default Tobii Pro X3-120 calibration pro-
cedure, which lasted approximately 5 min per participant. Then we proceeded to the two experimental blocks.

The first block was a free viewing paradigm (later refered to as ‘passive task’), where participants were 
instructed to simply watch the video stimuli. We pseudo-randomised stimuli presentation for each participant 
by maximizing the distance of appearance of stimuli created by transforming the same original video token. In 
other words, we never presented manipulations from the same original stimulus one after the other. Each stimulus 
was preceded by a 1.5 s black screen with a centred fixation cross to ensure that, at the beginning of each trial, 
participants were looking at the same place in the screen.

After the first block, we displayed on screen instructions to explain the second block. The second block was an 
emotional task (later referred to as ‘emotion task’), where we aimed to direct participants’ attention to emotional 
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Figure 1.  (a) Examples of the visual smile transformation. Left: decreased smile-transformation example; 
Centre: increased smile-transformation example; Right: pixel to pixel Boolean difference between increased 
and decreased smile conditions, where it can be seen the pixels that have the same (black) or different (white) 
pixel values for both increased and decreased smile conditions. Note that the differences between conditions are 
located inside the mouth area (b) Change in mean of first formant (left) and second formant (right) frequencies 
of auditory stimuli grouped by audio transformation (increased or decreased smiles). Stimuli transformed with 
the increased smiles effect has higher formant frequencies than stimuli transformed with the decreased smile 
effect; Formants were mean-normalised by the formants of the non-manipulated stimulus. Error bars are 95% 
confidence intervals on the mean; *Statistically significant differences between distributions (paired t-tests, 
p < 0.05).
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features in the stimuli. To do this, we asked participants to attend to the emotional state of the person in the 
videos. No explicit judgement was required. Specifically, before each trial, a black panel appeared on the screen 
with the sentence, “please evaluate the emotional state of the person in the following video”. The panel was fol-
lowed by a centred fixation cross for 1.5 s and then by stimulus presentation. Stimuli were the same as in block 
one. Importantly, in order to be able to compare passive and emotional tasks, we did not ask participants a motor 
response reflecting their emotional perception of the stimuli, as these decision related and motor-preparation 
processes may influence pupillary  reactions35,39. Consequently, other than in the instructions, block one and two 
were strictly identical. The only difference between the passive and the emotion blocks was that in the emotion 
block, participants attention was directed towards the emotional content in the stimuli.

Ethics. All experiments were approved by the Institut Européen d’Administration des Affaires (INSEAD) 
IRB. All methods and experiments were carried out in accordance with the American Psychological Association 
Ethical Guidelines. All participants gave their informed consent and were debriefed and informed about the 
purpose of the research immediately after the experiment. Similarly, all persons present in identifying images in 
Fig. 1, as well as on the Supplemental Video Stimuli, gave their informed consent for publication of their images/
videos.

Gaze data pre‑processing. For each stimulus, we defined 4 dynamic Areas of Interest (AOIs): eyes, 
mouth, rest-of-face (face areas outside the mouth and eyes areas) and background. To extract these areas, we 
manually coded three rectangular areas in the face which tracked the mouth, the face, and the eyes, across the 
whole video, for each of the 36 videos. To control for facial movements in the videos, these three areas moved 
dynamically to always be centred either in the eyes, the mouth or the face. We used these areas to define the 
AOIs in the analysis stage. To distinguish between saccades and fixations we used an I-VT fixation  filter40. Raw 
data were exported and analysed in python 3.7. We excluded all measures where there was no co-occurring 
presentation of sound and face stimuli (i.e., before and after speakers began/ended talking at the very start and 
at the very end of each video).

We used two descriptive statistics to describe gaze patterns: fixation duration and number of fixations. To 
extract these measures, we computed the percentage of number of fixations within a specific AOI, by comput-
ing the ratio between the number of fixations to a specific AOI, to the total number of fixations during the trial. 
Similarly, we computed the percentage of fixation duration as the ratio between the amount of time fixating 
within a specific AOI and the total fixation time in the trial.

Pupil size data pre‑processing. As for the gaze data pre-processing, we excluded from further analyses 
all data where there were no co-occurring sound/face signals (at the beginning and at the end of the video sen-
tences). We then used the following preprocessing pipeline to clean pupil data. We measured participants’ left 
and right pupil size with a Tobii Pro X3-120 (sampling rate: 120 Hz) and coded as NaNs pupil measures where 
pupil validity—as given by Tobii’s eye tracker—was above a threshold of 4. When only one of the two measure 
was valid we kept only the valid one. If the two measures were valid, we averaged left and right measures into a 
single measure. As participants had to actively explore stimuli in dynamic faces during the task, eye movement 
was important during trials, which added noise to the pupil measure. To reduce this noise, we down-sampled 
pupil measures to 30 Hz and performed a moving-average with a window size of 15 samples. In the following 
analyses, whenever we collapsed data across time, we computed the median pupil dilation to control for arte-
facts in the data caused by saccades, blinks and head movements. To further clean the dataset, we removed all 
the trials where pupil size was not measured correctly for more than 50% of the trial. With this procedure we 
excluded 2.8% of the trials. Moreover, we excluded from further analyses all the data (mostly Nans) where pupil 
size was not computed correctly (e.g., because left pupil size and right pupil size were not measured correctly), a 
procedure which rejected ~ 7% of the data points.

Statistical methods. We analysed participants’ gaze and pupil size using GLMMs (Generalized Linear 
Mixed Models) in R with RStudio (1.4.1106) and using the lmerTest 3.1-3 package. We report p-values, esti-
mated from hierarchical model comparisons using likelihood  ratio41 tests and only present models that satisfy 
the assumption of normality, and statistical validation (significant difference with the nested null  model41). To 
test for main effects, we compared models with and without the fixed effect of interest. To test for interactions, 
we compared models including fixed effects versus models including fixed effects and their interaction. We used 
participant’s identification number as a random factor. Whenever possible (when models converged) we added 
random slopes for task and AOI. For post-hoc comparisons we performed paired t-tests corrected for multiple 
comparisons using Bonferroni corrections.

Results
Gaze patterns. Participants’ gaze was classically distributed across face areas. Participants spent 63% of time 
fixating the eyes, 24% fixating the mouth, 10% fixating the rest of the face, and 1.9% fixating the background.

To study if gaze patterns were different across tasks, we performed a hierarchical GLMM analysis with num-
ber of fixations as an outcome, task (2 levels: passive, emotional) and AOI (4 levels: eyes, mouth, rest of face and 
background) as predictors, and participant-id as random factor with random slopes for task and AOI (Fig. 2-a). 
We found a significant main effect of AOI (χ2(3) = 90.5, p = 2.2e−16), no main effect of task (χ2(1) = 0, p = 1) and 
a significant interaction between AOI and task (χ2(3) = 40.4, p = 8.4e−9). Bonferroni corrected post-hocs revealed 
that participants spent 4% (± 0.8 SE) more time fixating the mouth (t(29) = 2.9, p = 0.006) during the emotion 
task compared to the passive task. For the other AOIs, we observed no difference after Bonferroni correction 
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(Bonferroni-α = 0.0125, eyes: t(29) = 1.2, p = 0.23; rest of face: t(29) = 1.8, p = 0.07, background: t(29) = 0.5, 
p = 0.58). In short, participants’ gaze patterns seemed to be slightly different between tasks, with a small over 
exploration of the mouth area during the emotion task. We observed very similar results when using fixation 
duration as an outcome in the GLMM models (see SI Fig. 1-a, SI Supplemental Analysis).

We then investigated if congruence affected gaze patterns. To do so, we performed a GLMM analysis to test 
for effects of AOI (4 levels: eyes, mouth, rest of face, background) and congruence (2 levels: congruent, incongru-
ent) for each task (Fig. 2-b). We used participant number as a random factor with a random slope for AOI. We 
began by analysing the number of fixations during the emotion task (Fig. 2-b). We found no significant main 
effect of congruence (χ2(1) = 0, p = 1), a significant main effect of AOI (χ2(3) = 84.2, p = 2.2e−16), and a significant 
interaction between AOI and congruence (χ2(3) = 10.4, p = 0.01). Paired post-hoc t-tests were not significant after 
Bonferroni corrections for multiple comparisons (Bonferroni-α = 0.0125; paired t-tests eyes: t(29) = 2.2, p = 0.03; 
mouth: t(29) = − 1.3, p = 0.17; rest of face: t(29) = − 2.2, p = 0.03; background: t(29) = 0.3, p = 0.7). In the passive 
task (Fig. 2-b), we found a main effect of AOI (χ2(3) = 93.1, p = 2.2e−16), no main effect of congruence (χ2(1) = 0, 
p = 0.99), and, in contrast to the emotion task, no interaction between task and AOI (χ2(3) = 1.2, p = 0.7). In short, 
congruence influenced gaze patterns in the emotion task, but differences between conditions were small and did 
not hold corrections for multiple comparisons. We observed very similar results when using fixation duration as 
an outcome in the models (see SI Fig. 1-b, SI supplemental analysis).

Pupillometry analysis. We then studied if congruence affected pupil dilation. To do this, we first computed 
median pupil-size time-series for each participant for both congruent and incongruent conditions and for both 
tasks (Fig. 3-a). Pupil reactions after stimulus presentation began with an initial startle reflex of ~ 700 ms—simi-
lar to those observed in previous studies after visual stimulus  presentation42. Later during the trial, incongruent 
trials seemed to trigger stronger pupil dilation in the emotion task, although this effect seemed to be absent in 
the passive task.

To investigate the significance of this effect, we performed a 3-way GLMM analysis using task (2 levels: emo-
tion, passive), congruence (congruent, incongruent) and AOI (4 levels: eyes, mouth, Rest of face, background) 
as predictors, as well as participant number as a random factor with task as a within subjects random slope 
(Fig. 3-b). We found a marginally significant main effect of congruence (χ2(1) = 3.1, p = 0.07), a main effect of 
task (χ2(1) = 5.0, p = 0.02) and no main effect of AOI (χ2(3) = 1.8, p = 0.6). We also found a significant interaction 
between congruence and task (χ2(1) = 6.5, p = 0.01), but no significant interaction between congruence and AOI 
(χ2(3) = 2.1, p = 0.5) or between task and AOI (χ2(3) = 2.8, p = 0.4).

To further investigate the task x congruence interaction we found in the 3-way GLMM, we ran a 2-way GLMM 
analysis for each task. Specifically, we tested for main effects and interactions of AOI and congruence, using 
participant number as a random factor for each task. In the emotion task, we found a main effect of congruence 
(χ2(1) = 6.9, p = 0.008), no main effect of AOI (χ2(3) = 0.17, p = 0.98) and no interaction between congruence 
and AOI (χ2(3) = 2.4, p = 0.48; Fig. 3-b left). For the best fit model, incongruent trials increased pupil size by 
0.05 ± 0.02 (std errors, p = 0.008) compared to congruent trials (Fig. 3-b). In contrast, in the passive task, we found 
a marginal main effect of AOI (χ2(3) = 7.0, p = 0.06), no main effect of congruence (χ2(1) = 0.47, p = 0.49), and 
no significant interaction between congruence and AOI (χ2(3) = 0.76, p = 0.87). In short, congruence seemed to 
affect pupil size but only during the emotion task (see SI for a complementary GLMM analysis using individual 
audio and video conditions).

We then investigated the temporal dynamics of the main effect of congruence in the emotion task. To do 
so, we analysed the effect of congruence on pupil dilation over time for each AOI. Specifically, we computed the 
median pupil size in 4-time intervals [(0, 2), (2, 4), (4, 6), (6, 8)] for each participant, each congruence condi-
tion (congruent vs incongruent), each AOI, and using only the data from the emotion task (Fig. 3-c). Then, we 
performed a GLMM analysis using time, congruence and AOI as predictors and participant-id as random factor. 
We found a main effect of congruence (χ2(1) = 20.4, p = 5.9e−6), a main effect of time (χ2(3) = 48.3, p = 1.8e−10) 
and no main effect of AOI (χ2(3) = 0.01, p = 0.99). However, we found no interaction between time × congruence 
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(χ2(3) = 4.2, p = 0.23), time × AOI (χ2(9) = 3.3, p = 0.95) or AOI × congruence (χ2(3) = 3.2, p = 0.36). These analyses 
suggest that the effect of congruence on pupil dilation is not localised in a specific temporal cluster—because 
congruence and time do not interact—but rather that there is a constant effect of congruence on pupil dilation 
across the trials in the emotion task.

Finally, because in our stimuli the audiovisual information mismatch is only present within the mouth area 
(the only area where our algorithmic transformation manipulates facial pixels), we investigated how the first 
fixation within the mouth—and other AOIs—influenced pupil dilation. To do this, for each AOI and for each 
trial, we discarded all the data before participants fixate for the first time that specific AOI. Using this reduced 
data, we performed a GLMM analysis testing for main effects of congruence after fixating each AOI (Fig. 3-d). 
The analysis revealed an interesting pattern of results. We found no significant main effect of congruence on pupil 
size after fixating for the first time within the eyes (χ2(1) = 1.7, p = 0.19), the rest of the face (χ2(1) = 1.4, p = 0.23) 
or the background (χ2(1) = 1.5, p = 0.21) areas. However, we found a significant main effect of congruence after 
participants fixated for the first time within the mouth area (χ2(1) = 6.6, p = 0.01). Specifically, incongruent trials 
triggered 0.06 ± 0.02 (std errors, p = 0.01) of pupil dilation compared to congruent trials. These results suggest 
that, in our data, the temporal precursor to the effect of congruence on pupil size is the first fixation within the 
mouth area.

Discussion
Both visual and auditory features play a crucial role in emotional speech  perception4–9. Although the neural 
mechanisms underlying the audiovisual integration of emotional signals have been thoroughly  studied1,10–14, it 
remains unclear the physiological effects—such as the pupillary reactions—triggered by these mechanisms. That 
was the aim of the current study, to investigate if audiovisual emotional integration processes can be indexed by 
pupil dilation. Specifically, we studied how gaze patterns and pupil dilation reacted to emotional information 
mismatch in audiovisual speech. To do this, we created matching and mismatching audiovisual speech stimuli 
with digital signal processing algorithms able to manipulate the smiles seen in a person’s face and heard in their 
 voice31. We then measured pupil dilation and gaze reactions while participants perceived the algorithmically 
manipulated stimuli in two tasks, a passive task (free viewing paradigm) and an emotional task (where partici-
pants’ attentional resources were directed to the emotional cues in the stimuli).

We found that pupil dilation can index emotional information mismatch in audiovisual speech. Previous 
findings had reported that incongruent features can trigger larger pupil dilation than their congruent counter-
parts, either when seeing a word and hearing a lexically incongruent  sound20, or when observing emotionally 
incongruent scenarios (e.g., smiling while doing a negative  action21). Similarly, pupillary reactions have been 
observed in reaction to arousing pictures 25,27 and  vocalisations29. Here we show, for the first time, that pupil 
dilation can also index emotional information mismatch during the perception of audiovisual emotional speech. 
The fact that such pupillary reactions are observed in the literature for such a wide variety of tasks and stimuli 
suggests that these reactions are modality general and linked to the general processing of information mismatch.

One key novelty of the present work was to use real videos of people talking, rather than static pictures and 
co-occurring  vocalisations6,9,11,43,44. This allowed us to investigate the dynamics of physiological reactions. Specifi-
cally, we investigated which gaze behaviors triggered pupillary reactions during emotional speech perception. In 
our data, the temporal precursor to pupil dilation seemed to be the first fixation inside the mouth area—exactly 
where our algorithmic model locally created the emotional incongruence in the stimuli. This suggests that the 
manipulated features in the stimuli, i.e., auditory and visual smiles, were processed jointly when actively extract-
ing emotional information, and that information within foveal vision is dynamically integrated with the auditory 
signals over time during the perception of multimodal stimuli.

Our data also revealed a difference between passive and emotional tasks. Indeed, in our experiment, congru-
ence only affected pupil size during the emotional task—when participants were extracting emotional informa-
tion from the stimuli—but not during the passive task. One possibility is that, during the emotion task, par-
ticipants’ attention was more importantly directed towards emotional features in the stimuli, which facilitated 
the perception of emotionally mismatching information. This interpretation reinforces previous findings that 
suggest that top-down emotion related attentional processes modulate pupillary  reactions29,39, and also suggest 
that previous work on physiological reactions to emotional vocalisations may be influenced by the use of explicit 
emotional task  sets29,30,45 as well as by the associated cognitive  demands35. In this line, one possible interpretation 
of our result could be that, when participants are asked to extract emotional information from stimuli, informa-
tion mismatch triggers higher levels of cognitive load because emotional information is ambiguous. This would 
subsequently trigger pupil dilation through the Locus Coeruleus-Norepinephrine system and, e.g., its associated 
activation of the ventral frontoparietal attention  network24,35.

In any case, the fact that congruence only affected pupil dilation during the emotional task informs us on 
the causality of events triggering pupillary reactions. Indeed, the fact that focusing attentional resources on 
emotional features is enough to turn pupillary reactions on/off suggests that consciously recruited attentional 
mechanisms recruited for emotional processing can be the driving factor of pupillary reactions. Moreover, the 
fact that previous literature has reported that pupillary reactions to mismatching information can also be present 
in passive  tasks20,21 suggests that, in some contexts, mismatching information is so salient that it has the potential 
to automatically hijack participants’ attentional resources later triggering pupillary responses. This opens the door 
to the investigation of the parameters that modulate pupillary responses during the perception of information 
mismatch (e.g., perceptual saliency, emotional context, cognitive load).

On another line, we also found a small effect indicating that participants’ gaze patterns changed subtly 
depending on information mismatch. Specifically, during the emotion task, participants’ gaze seemed to be 
less centred in the eyes during incongruent trials compared to congruent. However, because post-hoc tests did 
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not hold after Bonferroni corrections for multiple comparisons, we do not interpret these effects in depth. In 
any case, while in our data these effects were small, they are consistent with recent literature studying gaze pat-
terns during the processing of audiovisual information mismatch, which report similar gaze redirection to the 
eyes during congruent audiovisual  trials46, as well as a spontaneous gaze redirection to congruent audiovisual 
 information3,43. This study complements such findings with the use of dynamic audiovisual stimuli—rather than 
static face pictures.

This study has some limitations. First, in this experiment, the emotional task did not rely on any explicit 
behavioral response. Thus, although pupillary reactions were in line with predicted responses, which suggests 
that at least some part of the brain detected the incongruence in the stimuli, there is no way to know whether 
participants consciously perceived the stimuli as congruent/incongruent. Although we have shown in previous 
studies that both audio and visual manipulations are correctly recognized, and that the emotional information 
in visual and auditory channels interact during  perception31, here we do not have that specific information on 
a trial by trial basis. This limitation was a trade-off to control for cognitive artefacts during explicit tasks, such 
as rating scales, that may ambiguate and trigger physiological responses on their own right by increasing motor 
 demands35. Here, we preferred to have two strictly identical tasks in terms of motor responses, to control for 
this alternative—an experimental design choice which has, to our knowledge, not been thoroughly explored in 
previous literature.

Second, in the present experiment, task order was not randomized between participants. It may be that some 
of the effects we observe are influenced by task presentation order. We did this to not attract participants’ atten-
tion to emotional cues during the passive task, as this may bias gaze patterns with over-exploration of emotional 
features. However, this non-randomisation may influence our results. On the one hand, it may be that the non-
randomisation explains the main effect of task on pupil dilation observed in Fig. 3-a. Indeed, pupil size may be 
higher at the beginning of the experiment because of the novelty of the experiment and the stimuli. On the other 
hand, the non-randomization may also explain the significant interaction observed between task and AOI for 
the gaze measures (Fig. 2-a). Indeed, gaze patterns may be influenced by task not only because of the underly-
ing cognitive processes needed to decode emotional information, but also because of the novelty of the stimuli 
in the first part of the experiment. For these reasons, we do not interpret these results further. However, even 
if such familiarisation effects influenced gaze patterns and pupil reactions, they do not negate the fact that we 
observed an effect of congruence on pupil dilation in the emotion task. Rather, such limitations raise interesting 
questions about the specific contextual factors influencing pupil dilation during the processing of audiovisual 
emotional information mismatch. In the future, it would be interesting to randomize task-order, or to add an 
explicit emotional rating scale, to see e.g., whether physiological reactions increase with a motor response associ-
ated to emotional judgements, as has been done in previous pupillometry  studies29,30.

Finally, some of the audio manipulations we used may not sound perfectly natural to external listeners. While 
we have validated the emotional valence of these manipulations, the artefacts in some stimuli may trigger dif-
ferent reactions in participants, such as attention shifts or discomfort. However, keep in mind that the stimuli in 
both congruent and incongruent conditions are exactly the same—the only thing that changes between conditions 
is the coupling between audio and video recordings. This implies that artefacts are constant between congruent 
and incongruent conditions. In other words, while there may be artefacts present in the stimuli, it is not clear why 
exactly the same artefacts would trigger pupil dilation in one case and not in another one. To control for such 
artefacts, and probably increase effect size, future experiments may want to use stronger emotional manipula-
tions, which may include manipulations of e.g. vocal  intonation47,48 in addition to auditory smiles.

In any case, we hope that the present study and methodologies will serve as a foundation to study the dynamic 
integration of audiovisual emotional speech and the associated physiological mechanisms. Furthermore, we 
hope the present experimental paradigm and results will be used to study disorders known for their impaired 
emotion processing, such as e.g., autism spectrum  disorder49. This possibility seems of interest because the 
Locus Coeruleus-Norepinephrine system, and its associated activation of the ventral frontoparietal attention 
network, is proposed as an underlying mechanism of atypical attentional function in individuals with autism 
spectrum  disorder24.

Data availability
All data and resources including analysis scripts and stimuli are available on request. Please contact P.A.S. to 
get access to the resources.
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